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Properties of the algorithm are presented. It is shown that the algorithm is essentially a
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CHAPTER 1

INTRODUCTION

The landmark paper by Kleinrock and Kamoun(1] showed that by clustering nodes—

considering a group of n'* level nodes as one n +1% level node~the length of the routing table

stored at each node would grow as the log of the number of nodes(N) instead of linearly in N.

This reduction in table size is translated into a reduction in system overhead, since these tables
x are passed around the network. That paper assumes that the clustering is performed when the
network is built and that each node can be labeled with an ID that will aid in routing. An

example of this labeling is given in Figure 1.1.

o FIGURE 1.1 An example of hierarchical routing for a two-level hierarchy

In this example if node 1.1.1 has a message for node 2.1.4, the message will first be routed

T

along the shortest path to supercluster 2, then along the shortest path to cluster 2.1, and finally
o along the shortest path to node 2.1.4. This small example shows how hierarchical routing

works and the critical role played by the ID of a node.
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Networks currently in the research stage have different characteristics than the networks

assumed 1n [1}, but we would sull like to apply hierarchical routing to them. One such net-
work is the Survivable Radio Network: it consists of mobile nodes and broadcast radio links. In
order to implement hierarchical routing. several important issues must be resolved. The twao
main 1ssues are how 10 form and maintain clusters in a network with a dvnamic topolegy and
how to use these clusters to route messages in the network. Several papers [2][3][41[5] have
been aimed at resolving these issues. Paper [2] discusses the issue of routing, and [3] addresses to
a lesser extent the issue of clustering. Papers [4] and [5] discuss clustering, but the method of {5]

appears 10 be slow and not well-defined.

It is the purpose of this paper to present a distributed asynchronous algorithm to form
overlapping clusters in a dynamic environment. The presented algorithm will then be com-

pared with the algorithm of [4]

Chapter 2 presents the clgorithm along with some properties. Chapter 3 briefly presents
the algorithm found in {4}, and Chapter 4 compares the two algorithms. Lastly, Chapter 5 is

the conclusion.

s b

Y




g e e Jaat Has et e et bt el adabatt Sk Sl

< 3
CHAPTER 2
i
‘ DEMAND-ALLEGIANCE CLUSTERING ALGORITHM
. 2.1 Description of the Algorithm
"
2.1.1 Notation
The notation used throughout the remainder of the paper is as follows.
™ Q'r-:g #Q-“ 1s the priority index assigned to node i. If Q' = Q/ andi > j, then Q' is considered
greater than 0/ in any comparisoa at any node in the network. Initially, Q' > O for
- each node i in the network. For the decentralized implementation, a node i sets Q' =0
and tells all nodes within K hops of this news when the node i is no longer a candidate
clusterhead. Each node j within K hops of node i would then set its local copy of Q° = 0.
- " A node j more than K hops from node i does not have a local copy of Q'.
C?: C7 is the set of all nodes within p hops of node i.
R: R is the radius in hops of the clusters formed.
n St S is the suppression radius in hops. S+1 is the minimum distance between any two clus-
terheads. We require thatR 2 S
K: This parameter is used in the decentralized algori.thm. Each node has information only
| S about those nodes within K hops. The exact information is described later.
2.1.2 Centralized Description
The method employed is a decentralized implementation of the following algorithm.
v‘f-_i Start with the node i that has the largest Q', and declare node i a clusterhead. Its cluster, 1
denoted CX , is the set of all nodes within R hops of node i. If there are any nodes not within S )
’l hops of node i, then pick as the next clusterhead the node j having the largest Q/ of all nodes v#

not in C°5. Again, if there are any nodes not within S hops of a clusterhead, then repeat as

«

;
]
above. When all nodes are within S hops of a clusterhead, the algorithm is complete. l
4
3
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2.1.3 Relationship Among R, S and Q.

From the above description, we can make the following staiements regarding the parame-

ters used 1n the algorithm.
Q¢ and S determine which nodes are clusterheads.

S determines how many clusters form for a given network. Proposition 2 in Section 2.2

confirms this point.

R and S determine how much the clusters overlap. The reason we require that R 2 S is

to eliminate the chance of a node not belonging to a cluster.
The distance between any two nodes in the same cluster is no more than 2R hops.

2.1.4 Decentralized Description and Implementation

2.1.4.1 Decentralized Description

The centralized algorithm uses global information to make decisions. ln a decentralized
implementation, global information is generally not available, so decisions must be made using
onlv local information. Thus, for the decentralized implementation we assume that there is an
integer K with K 2 S such that each node i has only the following information about other
nodes: the nexi node along the minimum hop path from node i to each node in C/*. the length
in hops of each such minimum hop path and the Q- for each node j in C#*. Also. we assume
that we have reliable communication in finite time between any two neighboring nodes in the
aetwork. This i$ 50 that coniroi messages sent among the nodes are actuily recerved by the

intended node.

The following distributed algorithm is operating on an asvnchronous network. However,
we must assume that each node gains the required starting informauon within a finite amount
of time after 1t begins gathering it. This is necessary for the algorithm to complete in finite
time. Also, any node that receives a controi message before it has gained the required starting

information will take the message and process it until the point where the node checks it it

L
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should be a clusterhead. The node can become a clusterhead only after it has the required start-

- ing information. e
i | The decentralized implementation of the algorithm is as follows: A_x;;eri starts its por-
- tion of the distributed algorithm when it has the necessary starting information(described
:" above). Upon starting, a node i checks if it should be a clusterhead by seeing if Q‘ > @/ for
. | each node j = i in C*. If the above is true, then node i sets Q¢ = 0 and sends a message tel-
ling the nodes in C* that it is a clusterhead. Each node p in C;X — CJ, upon receiving the mes- -
2 sage, sets its copy of Q' =0, and if the node p is a clusterhead candidate{(Q? = 0), node p 1
. checks if it should be a clusterhead in the manner previously described. Each node jin C5 , : j
‘“‘ upon receiving the message, takes itself out of consideration by setting @/ =0, and node j sets :’,
its copy of Q' = 0. Node j uses a modified propagation of information protocol(PIF)6] to send 4
an update message containing Q/ =0 to all nodes in C jK A node p receiving the update mes- ,
. sage sets its copy of @/ =0, and if the node p is still participating in the algorithm, it checks if :f
o 1t should be a clusterhead. The above allows only the nodes S+1 hops or more from all cluster-
( heads 1o be clusterhead candidates at a future time. The algorithm continues as above except
n that some nodes are no longer in consideration. When all nodes are within S hops of a cluster-
| head, the algorithm is complete and all nodes are in at least one cluster.
A more formal description of the algorithm is given in the following sections.
5
™5 2.1.4.2 Messages and Variables Used in the Decentralized Algorithm
5
3 Below are the data structures and the messages used in the distributed algorithm. Each 3
f:j node has its own copy of the data structures, and each node is capable of generating any of the _3
. messages. ‘ ‘l
.I. ID: This is the node identification; no two nodes have the same ID. _j
CID.LIST: This is a list of all the clusterheads that are within R hops of the node. Ini-
) tially, the list is empty. ‘
’ ‘
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Clb:

THD.CID -

This is « clusterheadior cluster) ID in o CIDIIST at some node.

This is the rouung table at node ID for (luster CID: ID 15 1n cluster CID. The
routing table conuains the first node along the current path from node ID w0
each node in Cf;,. Also, the distance to each node in Cf;, is given in the
table. Imiually, T(ID*), for any potential clusterhead * , contains only the pre-

viously described information for the nodes in C#,. At the completion of the

algorithm, euch node ID has one TUD.CID) for each CID 1n its CID.LIST.

C.OUDCID,TUDCID)  This is a message that tells other nodes in T(ID,CID) that node CID is a

Q.LIDHCE

HC:

clusterhead. It is also used to pass the T(ID,CID) 1o neighboring nodes

in TUD,CID).

This is a message that tells all nodes in C#, that O~ = 0 for the remainder of
the algorithm. Q.U{ ] is part of the PIF started by node ID. A node j receiving

this message would then set its copy of §° = 0.

This is a counter that allows a Q.U[ ] message to travel onlv K hops trom the
message origin. A node receiving the message checks if /C < A, If this s
so, then HC is incremented in the message, and the message is broadcasted to ail

neighboring nodes. This 1s the modified portion of the PIF.

This is the number of hops 1 the minimum hop path from node | to node &

This 1s a variable used in the PII' protocol to weep track of the received
Q.UID.] messages. Tius prevenis muitple copies of the same miessave {rom
being sent on a iink. Iniually, M .5 = 0 for all node 1D's. Atfter the st copy
of a Q.L’[ID."] message has been hroadcasted. VW -, = 1 for the remainder of the

algorithm.

CHANGILFLAG: This is a variable at each node 1 that tells the node whether an update has

been made 0 the current T(L.CID) during the abie undate poruion of the

algornthm. If anyv changes have bheen made, then TOU.CID. v sent W

L) y o LIRS ST T o ¢4 LI a . P




neighboring nodes.

ON: This variable is used as follows. Initially, ON=0. When a node has the previ-
ously described starting information, it starts its pari of the distributed algo-
rithm. ON is then set to 1. This variable prevents a node from becoming a
clusterhead before it has the required starting information while allowing a

S node 10 process incoming messages.

All other variables are as defined in Subsection 2.1.1.

2.1.4.3 Decentralized Implementation

The following algorithm operates at each node i in the network. The simultaneous opera-

tion at all nodes yields the desired distributed algorithm.

9
For CHECK /* This checks if node i should become a */ -]
/* clusterhead. */ j
1 IFQ' > Q/ /* If node i has higher Q */ ]
forall j=i eCX /* than any other node */

THEN /* in C/X, then node i becomes */

BEGIN

ADD it CID.LIST /* a clusterhead and tells everyone.*/

BROADCAST C.O[i,i, T(1,)] ’

Q'=0

END
END FOR

IF Node i receives a C.0(;,CID,T(;CID)]
BEGIN
Call TABLE.UPDATE /* Table.update takes T(;CID»*
/*and uses it to produce an updated */

/* version of T(L,CID).*/

/* see later description of TABLE.UPDATE *-
/* T(L,CID), if it was changed during the*’
/*update, is passed to neighboring nodes*"

/*in C&p via the C.0{ ] message.*/

Add CID from message to CID.LIST /* Thus keeps track of clusterheads */
/*of clusters to which node i belongs.*/
Q¢ =0 /* This takes node CID out of future*/

/*consideration.*/



.......

8
IFi eC .- * If node 1 is too close o the clusterhead.”
THEN
BEGIN /* then take self out of future considerguon.*
Q =0
Broadcast Q.U[i,HC= 1] /% Tell all nodes within K hops*/
/* that node i is no longer in *’
/* consideration.*.
END
ELSF
BEGIN
[FQ: #0 and ON =1 /* If node i is ON and still in consideration *
THEN CHECK /*then, check to see if*
END /* node i sho 1d become clusterhead.*
END IF

ENDIF

IF NODE i receives Q.LU[ID,HC]
* M,n =0 when algorithm is initialized. *-

BEGIN
Q'Y =0 ~* Take node ID out of future consideration.*’
IFHC < K andM;; =0 * If message has traveled less than *
THEN * K hops and the Q.U[ID,*] message */
BEGIN /* has not been relaved by node i before, then *
M;n =1 *send message to neighboring nodes. *:
HC = HC +1
BROADCAST Q.U [ID.HC]
EXD
ENDIF
IFQ' = 0and ON =1 " If node i is still in *
THEN CHECK * algorithm. then check *
ENDIF /* if it should be a clusterhead.*
EXND IF

When this algorithm is complete, each node will know about all clusterheads within R
hops. Also, each node will know the next node along the snortest path to each node in Crl.5 for

each CID in the CID.LIST at node 1.

Procedure TABLE.UPDATE, shown below, is the mechanism that finds the shortest paths
between any two nodes in the same cluster. It is similar to the distributed prowocol used to find

shortest paths in the ARPANET.

PROCEDURE TABLE.UPDATE

.....
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BEGIN
CHANGEFLAG =0
STORE T(;CID)
IF this is first reception of T(;CID)
THEN
BEGIN
CHANGEFLAG = 1
END
FOR each node k
common to T(3CID) and T(i,CID)
BEGIN
IF d(ki) > d(k,p) + 1
THEN
BEGIN

UPDATE entry k
in T(3CID) with
next_node = j
dist = d(k,+1
CHANGEFLAG =1
END
END IF
END
END FOR
FOR each entry p in T(,CID)
but NOT in T(;CID) such that p € C&p

BEGIN
PLACE entry(p) in T(;CID)
CHANGEFLAG =1
END
END FOR
IF CHANGEFLAG = 1
THEN
BEGIN
T(.CID) = T(;,CID)
SEND C.0{i.CID,T(i.CID)]
to all neighboring nodes that

are in C&

END
END IF
END PROCEDURE TABLE.UPDATE

------- PR
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/* initialize */

/*If current path is longer */
/* than new path, then keep*/
/* new path and update */
/* distance and next node. */

/* This keeps track of any */
/* changes to T(3CID).*/

/* This is how a node finds out */
/* about nodes outside K hops of */
/* itself but within R hops. */

/* If any changes were made to table,*/

/* the;l keep modified table, and */

/*send message so that*/
/*other nodes in cluster*/
/* get TG,CID). */

- .‘.n.»\
PN - - .

- . w - . “ .
. TP AW IR PN

DR . LI . . .-
R PP S Py WY |

- - O . - . - - -
AP G- Ty

AT TR

Y Y v
.\1. R

P

oy oy

!

-1
0
-
el
d
-«

A




. M T —

10

2.2 Properties of the Algorithm

The first question o consider is whether the distributed algorithm using onlxy local intor-
mation vields the same results as the centralized algorithm using global information. Under

few mild assumptions, the two algorithms produce the same clusterheads. Proposition 1 verifies

the above.
Proposition 1: Suppose we are given a network with the following assumptions.
Q', for _each node i, does not change as we change X .
S>0
All previously stated assumptions about the network operating conditions hold.
The following statements are then true.

a) Any value of X 2 S used in the distributed algorithm will vield the same clusterheads

as the centralized algorithm. Furthermore, it does so in finite time.

b) ?C‘K; is an upper bound to the number of times a node checks if it should become a clus-
terhead. Also ;C_.‘:" ; is a nondecreasing function of X .

PROOF:

Define the j** local maximum as the node that becomes a clusterhead in the ;" iteration
of the centraiized algorithm. Let m, be the ID of the ;" local maximum. Note that any two

local maxima are separated bv at least S-1 hops.
Proor of ak
First we show that the two algorithms yield the sume clusterheads. The proof of this is

bv induction. Then we show that this happens in finite time.

P{1) m is a cluster head and no other node in C,;",, is a clusterhead at the completion or the

Jdecenrralized algorithm.
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pf. Node m, is the global maximum, so Q™' > Q/ for each node j=m, in the network.

Any node jin C,ﬁl will see that Q™! > Q/ and, as a result, will not become a clusterhead as

rJ long as Q™! s 0. Also, a node i cannot forcé a node j to set @/ = O unless node i becomes a
- clusterhead and node j is in C’. Combining the last two statements, we find that no node can
& force node m, to set Q™! = 0. Eventually node m, will start its portion of the distributed
: algorithm, see that Q' > Q/ for each node j in CX and become a clusterhead. As a result of
: node m ; becoming a clusterhead, each node j=m, in C3 , Will be forced to set Q/ =0, thereby
preventing a node jin C;, from becoming a clusterhead.

i- Now suppose P(;-1) is true: that m j..,m;_, are clusterheads and that no other node in

UC,ﬁ’ is a clusterhead at the completion of the decentralized algorithm. We will show that

& 1 =]

our statement F(j) is true:

J
Pj) m,,...,m, are clusterheads, and no other node in {JCJ3 is a clusterhead at the com-

i=1

pletion of the distributed algorithm.

n pf.  Consider node m, and C; . The nodesin C; fall into two categories, those nodes in

B r = {Jes
i=l

- -

>

e i e v cmma k. - -
. < LY

";‘14‘4;:4__-

s
P .

P

, =

and those in T°. Since node m is the j™ local maximum, Q™ > Q' for any nodei = m; in .i
- ‘
N Ca, (\ T<. By our assumption of P(1), no node in ‘~i
- T-{my....m, :::
b =

is a clusterhead at the completion of the algorithm. Also, requiring that d (m;,m;) 2 S +1 for -
Tl :
t} alli = j gives us that
('. {ml,...,mj'_l} n C;rgl} =¢.

e

From this we conclude that no node in T ﬂ C,;‘,I can ever be a clusterhead. Eventually each
" node iin 7 () C,,,SI will set Q¢ = 0. Node /n; will wait for this to happen, will then satisfy

the condition Q™ > Q‘ for all i =m, in le and become a clusterhead. Each node i in Cﬁj :j'“
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'-::"; will then take itself out of future consideration by setting ¢ = 0. This completes the proof of
~os

! P(j). Therefore, by induction, P(j) is true for all j, which implies that the centralized and the
g distributed algorithms yield the same set of clusterheads.

To see that the decentralized algorithm finishes in finite time. consider the following.
e There are a finite number of clusters formed in a network with N nodes; it is trivially upper
SO

SR . . . .
bounded by N, the number of nodes. If each cluster is formed by the decentralized algorithm
L

L in finite time, then the entire algorithm completes in finite time. Each cluster is formed in
finite time by the decentralized algorithm since we have reliable communication in finite time
- and all nodes start participating in the algorithm in finite time.

n

"' ' . - . »
o The reason for having K 2 Sis as follows. Suppose X < S. Then two nodes separated
R . .

by more than X hops but less than S hops could trv to become clusterheads at the same time.
.

':,’, Depending on the delays incurred by messages and the relative staggering of the starting times
e

at the two nodes, either one or both of the nodes could become a clusterhead. Clearly, the cen-
tralized algorithm would not allow two nodes within S hops to both become clusterheads. So.

we require A 2 S to prevent the above situation.

1

Proof of b) :

A node i stops checking if it should be a clustertread if 0 = 0. Node i would have w0

check if it should be a clusterhead a maximum of (C.* | times before it would set Q0 = 0, either
by becoming a clusterhead or by being within S hops of a clusterhead. This bound is met for a
node 1 when Q' < Q- for all jin C* and all nodes in C,* — {i! do not become ciusterheads.

!C;"'é 1s 2 nondecreasing set function of A'. This completes the proof of part b and Proposition

—

Syt Proposition 1 not only tells us that the centralized algorithm cnd the decentralized algo-

rithm with limited information give the same results, it also tells us that looking further into

i
|
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i the network than we can influence(i.e. X > S) will not help us. Increasing X cannot decrease
= the maximum amount of processing at a node. So, for the remainder of the paper we set

K =§ toreduce the number of parameters.

The above simplification also allows us to remove lines 3-7 of the algorithm. The reason-
ing for this is as follows. Any nodeiin C&p — C&p receiving the C.O[ ] message would have
had no knowledge of node CID previous to the message, and as such, would have never com-

peted with node CID.

Another important characterization of the algorithm is how many clusters form in 2 net-
work with a given set of parameters. This is important because research[3] suggests that the
optimum number of clusters for a network with N nodes and a one level hierarchy is N !/2
[ This optimum is with respect to minimizing the mazimum table size at any node in the net-

work. The table at node i consists of an entry for each node in a cluster with node i and an

entry for each cluster in the network. Proposition 2 provides bounds on the number of cluster-

heads in a network.

Proposition 2: Given a network with N nodes, diameter D, and a value of S, the number of

clusters formed by the algorithm is bounded as follows.

D ¢ <| N
Ls—ﬂ]‘M‘H-S
7

where |.aJ is the largest integer smaller than a, and ‘:1.[ is the smallest integer larger than a.

PROOF:

If the network is not connected, then each subnetwork operates independently, and the

bounds apply to each subnetwork separately. So without loss of generality, the network is con-

nected.

Given any two clusterheads in a connected network, they are separated by at least S

nodes. Associate [ZE-J of the nodes with one clusterhead and the other{|\%J with the other clus-
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. . ) S .
terhead. These two groups do not overiap since 2 5 £ §. If we have M clusterheuds. there

-

S
EY

-~

must be at least M (1+ )} nodes in tne network. Thus

Between any two clusterheads there are at most 25 nodes. At worst each clusterhead

along the diameter would take up 2§ + 1 nodes. Thus

D

M2
R eTESY)

c
These bounds are loose in general. However given certain networks, these bounds are met.
Figure 2.2.1 shows an example where the upper bound is met, and Figure 2.2.2 shows an exam-

ple where the lower bound is met.

Using these bounds, we can see that the number of clusters is a function of §,NV and D
onlyv. By monitoring N and D, we can adjust S for each successive running of the algorithm

to try for the optimum.

S =2R =3N =7M K3
FIGURE 2.2.1  This is a network where the upper bound is met.
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|~)

S =3R =3N =10D =10M 22
FIGURE 2.2.2 This is a network where the lower bound is met.

2.3 Suppression Strategies

The algorithm just presented has the property that a node i, upon becoming a clusterhead,
suppresses all nodes within S hops. Thus regardless of how good a clusterhead a node might

potentially be, it is not allowed to become one if it is too close to another clusterhead.

Another way to suppress nodes is based on an idea presented in [7] Suppose that instead
of arbitrarily having node i force off a node j we first see how different C f is from CJ for each
jin CS. If C$ is sufficiently different from C7 , then node j is allowed to participate in the

next iteration.

One way to see how different two clusters are is to calculate
c: N ct|
a(i,jl= - -
E" Uc; ‘
If a(i,j) is smaller than a threshold, then node j is allowed to participate in the next iteration.

a(i,j) is easily calculated because when node i becomes a clusterhead it sends out a message con-

taining a table of the nodes in C5.

The presented algorithm is easily modified to incorporate the above idea. If line 2 of the

algorithm is replaced with

1

iy TN FarOIe
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then the algorithm will perform the desired operation. Of course aii,j) must first be calculated.

2.4 Q Initialization Strategies

The algorithm presented makes decisions based on the number Q attached to each node.
The only constraints placed on the Q’s are that @/ > 0 for all j and that if
Q' =Q/andi > j,then Q' > (- in line 1 of the algorithm.

The easiest and most obvious way to initialize Q' is simply to let Q° =i. This naive
method is biased towards the nodes with higher id numbers and makes no attempt to incor-

porate the local network conditions into the Q’s.

A more intelligent way to assign Q's is such that we try to shorten the time the algo-

rithm takes to complete and also try to minimize the average distance from a clusterhead to a

node in the cluster. A function that meets the above requirements :s

-

Q) = —,
d
where
- d@i,j)
d= 2 —
1eCS .IC:'QI

Thus choice of Q- favors larger clusters, so more nodes set 0/ = 0 when a cluster forms. This

tends to speed up the algorithm.

Figure 2.4.1 tllustrates the ' initialization for the three networks used as examples n

Chapter 4. j

Exactly how well this scheme performs relative to other schemes depends on the cost %

M

. - . ‘1
function used. We can get a feel for its performance if we compare this scheme te that of

N

assigning the Q' 's randomly. Randomly assigning the Qs is similar to using Q@' =i and allow- ;

ing the nodes to be anywhere in the network. ,
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FIGURE 2.4.1 The three sample networks and the assigned Q'’s. The integers are the node
ID’s, and the floating point numbers are the Q'’s.
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For the purpose of illustration, suppose the cost function is
1 & |min r
J:_:Z ? d(L,]) + F*M
N
where j is a clusterhead, F is some finite positive constant and for each 1 the minimum is taken

over all nodes j in node i's CID.LIST. This cost function is the mean square distance from a

node to its nearest clusterhead —denoted d — plus the cost for M clusterheads.

A graph of d verses M shows that for many choices of F the strategy is good. Figure
2.4.2 is such a graph for the fiftv node network of Figure 2.4.1. Note that the random selection

strategy gives worse results most of the time.

d
13— -
® - Q' intuahizaton of Section 2.4 |
8
j
-

® — Random Q" initialization :

‘l
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FIGURE 2.42 This is a graph of d wverses M for DACA. There are 150 dawa points,
many of which are the same.

We can visualize our cost for a given F by considering the family of lines with slope -F'; j
tne cost is the Y intercept. The line with the lowest Y interceprt such that the line touches a

sample poiat gives us the minimum cost. Note that for F in either [45.78) or [.12..17}, DACA
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with the Q' as defined yields a lower cost than any of the simulauion outcomes with random
1nitialization.

The presented initialization strategy is not as good for highly connected networks as it 1s
for sparsley connected networks. To see this, suppose that every node is connected to exactly p
other nodes. Then each node will have the same value of Q'. When this occurs, our algorithm

behaves the same as when Q' = i. This makes the extra computation of Q* unnecessary.
2.5 Maintaining Clusters

There are basically two ways to maintain the cluster structure in a dynamic environ-
ment. The first is to periodically run a new cycle of the clustering algorithm. The second is to
use a hand off procedure, as in cellular radio, to keep track of nodes as they move from one
cluster to another. The preferred method is probably some combination of the two methods.

This would allow us to handle both short term fluctuations and long term trends.
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CHAP R 3
DRAFTED-HEAD CLUSTERING ALGORITHM

3.1 Introduction

This section is a briel description of the algorithm presented 1n [4] 1t is included here for
later comparison to the Demand-Allegiance Clustering Algornthm{DACA L these seeking

detailed information should consult [4L

3.2 Centralized Algorithm Description

The Drafted-Head Clustering Algorithm(DHCA)— called the Linked Cluster Algorithm
in [4}- is a distributed implementation of the following algorithm. For simplicity, our net-

work has .\ nodes, and each node is labeled with a distinct number from 1 to V.

Start with node i labeled NV, and declare it a clusterhead. Its cluster, C°, 15 the set of all
nodes within R hops of node i. Next, consider the nede j labeled NV -1, [f C:‘ contains a node

not in a previous cluster, then € remains. This procedure is repeated untiil ail nodes belong 1o
. ! F g

at least one cluster.

3.3 Distributed Algorithm Description

The above implemented as a distributed algorithm s as follows. Each node 1 has the foi-
lowing information for each node in C“: the next noce along the mimimum hop path from
mode | o each node in CF, the length in hops of 2ach such ratn and the - for euch node | n
C“. Each node 1 searches its table to ind the node j aith the lurgest . Node 1 tells that node
1 to become a clusterhead(i.e, nodes are dratted). Node j then tells all nodes within R hops that

it s a vausterhead. Once 2li the clusters are formed, anv clusterhead that finds its ¢iuster com-

pleteiv contained in another cluster deletes itseif.

(4] only considers the case where R=1. The algorithm has heen generalized hers so that it

can be compared with the Demand-Ailegiance Cluster Aloorithm(DACA ).

e

Ry

it




21

3.4 Q' Initialization Strategies

s In (4] there is no discussion of how to initialize the Q'’s. It appears that the authors have

chosen Q' =1i.
Suppose we use the Q' initialization and cost function of Section 2.4. This not only gives
us a way to compare DACA and DHCA, it also gives us a way to see if the Q' initialization is

good for this algorithm. Again, we compare this strategy to that of random assignment of the

Q’s. Figure 3.4.1 shows a graph of d verses M for the fifty node network of Figure 4.1.1.

-~ g
. :
“ From Figure 3.4.1, we can see that the random labeling does a little better at times and R
X

does much worse at other times. Thus, for practical purposes the initialization strategy
-~ presented is clearly better. a

(O EPAIIIEL

® - Q' initialization of Section 2.4

e — Random Q' initialization

B
>
|

- ;

2— : :

7

9 LR ES l LR [ LR L l LIRS ]' LIRS M :

v 9 S 18 15 20 25 4

o FIGURE 34.1 Thisis a graph of d verses M for DHCA.




CHAPTER 4

COMPARISON OF THE DRAFTED-HEAD AND THE DEMAND-ALLEGIANCE

CLUSTERING ALGIORITHMS

4.1 Main Differences

The first difference to note is that DHCA makes no attempt to spread clusterheads evenly
throughout the network, while DACA forces clusterheads 1o be separated by at least S+1 hops.
From this we could expect that DHCA would tend to form several aggregations of clusterheads
in the network. Figure 4.1.1 shows three outcomes of DHCA, Figure 4.1.2 shows three out-
comes of DACA, and Figure 4.1.3 shows three outcomes of DACA using the suppression stra-

teé_v of Section 2.3. In all cases, the Q' is as defired in Section 2.4.

The second difference is that DHCA tends to create more clusterheads than DACA for a
given instance of a network. This is because in DIICA 2 node i becomes a clusterhead if it has
the largest Q¢ in C¥ for jin C*, while 1n DACA a node i becomes a clusterhead if it has the
largest ¢ in C.~ at some time. Many of the clusterheads formed by DHCA would be forced
off in DACA. The example in Figure 4.1.4 illustrate this point. Also the results in Section 4.2
confirm this point.

Another consideration is how the two algorithms Eompare with respect to the cluster cost
function of Sections 2.4 and 3.4. Figure 4.1.5 is a merging of Figures 2.4.1 and 3.4.1, and
corresponds to random Q¢ initialization for both aigorithms. Note that most ot the poirts
corresponding to DACA lie below those corresponding to DHCA. So. for this given cost func-

uon, DACA is clearly better than DHCA.

The last important consideration is speed of execution. DACA is slower than DHCA
mainlv because of the increase in communication overhead. How much more communication is

the subject of Section 4.3.
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DACA S=1R=1 HEADS=11,8,3  DHCA R=1 HEADS= 11,10,8,7
FIGURE 4.1.4 Example showing that DHCA tends to form more clusters than DACA

4.2 Bounds on the Probability that a Node is a Clusterhead for a Random Network

4.2.1 Model

Section 4.1 shows several examples of networks and the clusterheads generated by each

algorithm. These examples are illustrative, but it is still desirable to have some characterization

.

for anv network. The probability that a node is a clusterhead is the characterization we

e - s e e e ——————y

s
L__' N
|
]
i
|
|
]
'
i
t
1
!

8 —~ DHCA data points

|
8—4] ¢ — DACA data points

I

| .

'2 s
6— )
4 - *

H i " . : .
2 T '
v

|

ITT(TIFTF[FIITrFT[Ix‘V
5 18 1S 20

o

@._r__....L_....i--.--l____._l

FIGURE 4.1.5 A graph of 4 verses M for DHCA and DACA using random Q° selection
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consider here.

Let the number of points in the plane be Poisson with parameter A. Let Q' for each node
i in the network be independent of all else and chosen uniformly on [0,1} If two nodes are less
than t unmits away, where t is the transmission radius, then there is a link between the two

nodes.

4.2.2 Analytical Bounds

Fix a node i and let Z be the event that, at the start of the algorithm, a node i has Q°
greater than Q/ for every node j = i in CX. Let C be all the nodes in the circle of area A
centered on node i(ie, A = m(St ). (Z) provides a lower bound for the probability that a

node i is a clusterhead for DHCA.

The probability of the event Z given Q' is as follows.

Pzig)=F@rar 2
£ =0 k!

Manipulations yield
P(Z /Q! )me 210",

Integrating out the conditioning vields

P(Z)= 117““"“ ) (1)
If CH is the event that a node is a clusterhead, then .

P(CH) 2 P(2).

Fix a node i and let D be the event that, at the start of the algorithm, Q' is smaller than
Q" for each node j in C/X and that node i is not the only node in CX. The event D allows us to
upper bound as follows the probability that a node is a clusterhead for DHCA, specifically,
1-P(D) 2 P(CH).
Proceeding as before,

PDIQ)=F (1-Q nay

—
L=l k!

Manipulation and removal of the conditioning yields the final result

...............
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For DHCA, another way to guarantee that a node 1 1s not a clusterhead 1s to have nodes j
with (- larger than Q° fall into each of the three shaded regions B of Figure 4.2.2.1. Let the

above event be L.

The probability that all nodes in B have a smaller Q7 than @' is the same as equation 1

except that B replaces A 1n the expression. Thus,

3

—1-—( 1—e )|,

P(E)= I_AB

where B = (0574.

Putting all the bounds together vields
1-=max(P(DWP(E)) 2 P(CH) 2 P(Z)
for DHCA. Note that the bounds are functions only of the expected number of nodes in a clus-

ter, V = A4,

Figure 4.2.2.2 shows the bounds as a function of N .

4.2.3 Simulation

The bounds given are loose in the range of interest, so we performec a simulation to see if

the upper bound or lower bound :s tghter. In each simulation run. points were scattered

‘o

3

FIGURE 4.2.2.1 A node j with Q- greater than Q' must fall into each of the shaded regions.
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FIGURE 4.2.2.2 Bounds on the probability that a node is a clusterhead

uniformly in a unit square and clusterheads were determined according to the appropriate algo-
rithm. In finding data points for large N we were careful to increase A and not A, since
increasing A would cause edge effects to alter the results. Figure 4.2.3.1 shows the results of the

simulation. The results confirm the claim that DHCA tends to form more clusterheads for a
given S than DACA.

4.2.4 Comments on Bounds

Exactly how these bounds correspond to the algorithms described varies with the parame-
ters of the algorithm. If we are considering DHCA with R=1 or DACA with R=1 and § =1,
then the bounds are good since, in the bound, A = 772, where t is the transmission radius. How-

ever, if R # 1 for either algorithm, then it is not generally true that A =m(Re ).
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FIGURE 4.2.3.1 Simulation results on the probabiiity that a node is a ¢lusterhead
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To see why, consider the situation depicted in Figure 4.2.4.1. Nodes a and b are within Xt
of each other but are not connected. According W the bounds, onlv one of the two would
become a clusterhead. but 1n reaiity hoth could tecome clusternesas. With larce N the ey

icted situation oecurs with probabiiizy 0 This leads us to fwlieve that wien A = 1.0 & = |,

k";.-‘.!_

= S
TN
\
I
or S v L&..-

FIGURE 4.2.4.1 A sjtuation where bounds vouid be tnaccurate
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the bounds are realistic for large N. For DACA and large N, A = (St )%, and for DHCA

andlarge N, A = m(Rt .

4.3 Comparison of Communication Costs

The previous analysis shows that DACA is better than DHCA in some respects. However,
it is clear that DACA has a higher communication cost than DHCA. We confirm this statement
with the fol]owing-analysis. Section 4.3.1 establishes an upper bound on the number of bits

transmitted in DACA, and Section 4.3.2 establishes an upper bound on the number of bits

transmitted in DHCA.
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4.3.1 Communication Cost for DACA ]

In DACA, each node i generates one message. M nodes generate a C.O[3,i,T(i,i)] message, : j
and N —M nodes generate a Q.U[LHC] message. Each Q.U[iHC] message contains -j
log (N ) + log (X ) bits, and if generated by node i, is transmitted no more than 'C,K ) times. So 4

the cost for all Q.U[ ] messages passed through the network is bounded as follows: .

COSTIQUI I < (¥ =M )YP2X ICX (iog (N )+log (K )) bits
The maximum is over all nodes i that are not clusterheads.
Each C.O{ ] message generated contains a T(CID,CID). This table, as it is passed from node
o node in C&,, contains no more than &p l entries. Each entry consists of

2log (N ) + log (2R ) bits, N bits for the destination, N bits for the next node on the path and
2R bits for the distance. Also, 2log (N ) bits are needed to identify from where the message

originated(CID) and from where the message was last relayed(j). At worst, each table would be

transmitted [C&p { times. Combining these facts, we find that the total communication cost for

all C.0li,i,T(i,i)] messages passed through the network is bounded as follows.

COSTICOL T € M [™2%(C2{'(210g (N J+log (2R ))+2log N | bits

SRNBI |5

The maximum is over all nodes j that are clusterheads.
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4.3.2 Communication Cost for DHCA

Each node i, after finding the node jin C* with the largest Q 7, sends out a message Lo the
node j that it has chosen as a clusterhead. This message has log (N ) bits and is transmitted at
most R times, since the clusterhead is at most R hops awayv. At worst, NV —1 nodes in the net-
work would send out such a message. So, an upper bound on the total communication cost for
all the CM[ ] messages passed through the network is bounded as follows.

COSTICM[ I € (A —1)R loglV ) bits

Each of the M clusterheads generates a message containing T(CID,CID). The bound for

the number of bits needed for all the tables transmitted is the same as presented in Section

4.3.1, namely,
COSTIC.Of [} < M™% ICF[ (2log (N H+log (2R )+2logN  bits.

Again, the maximum is over all nodes j that are clusterheads.

4.3.3 Comparison of Costs

From the above we see that the main difference in communication cost is in finding the

. ; - ] ol .
clusterheads and not in passing the tables. In general R << m?x IC*{, so the cost of finding

the heads in DHCA is less than in DACA.
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CHAPTER 5

CONCLUSION

In this paper we presented a distributed asynchronous algorithm for forming overlapping
clusters on a network with a dynamic topology. The algorithm’s properties were presented, and
the algorithm was compared to another algorithm dedgned to perform a similar task. The algo-
rithm of Chapter 2(DACA) performs better than that of Chapter 4DHCA) in many ways, vet _y

the former has a higher communication cost than the latter.

The communication cost iS important in determining how well these algorithms perform

in 2 dynamic environment. If the traffic delay is not too large and node mobility is not to high, ]

then the algorithms should perform well. However, if the traffic delay is large and the node
mobility is high, the clusters may be obsolete by the time they form. This aspect of perfor-

mance is best analyzed by direct simulation of the desired implementation. |
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